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Abstract: With recent, dramatic changes in Arctic sea ice and the Antarctic ice sheets, the importance
of monitoring the climate of the polar regions has never been greater. While many individual
global satellite products exist, the AVHRR Polar Pathfinder products provide a comprehensive set of
variables that can be used to study trends and interactions within the Arctic and Antarctic climate
systems. This paper describes the AVHRR Polar Pathfinder (APP), which is a fundamental climate
data record that provides channel reflectances and brightness temperatures, and the AVHRR Polar
Pathfinder—Extended (APP-x), which is a thematic climate data record that builds on APP to provide
information on surface and cloud properties and radiative fluxes. Both datasets cover the period
from 1982 through the present, twice daily, over both polar regions. APP-x has been used in the study
of trends in surface properties, cloud cover, and radiative fluxes, interactions between clouds and sea
ice, and the role of land surface changes in summer warming.
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1. Introduction

The Arctic has changed dramatically in recent decades and is warming at a greater rate than the
rest of the globe. This phenomenon, known as “polar amplification”, is expected to continue over
the next century [1–3]. Arctic sea ice extent and thickness have decreased significantly [4–6], in part
due to changes in large-scale atmospheric circulation [7,8]. The Arctic is the most highly variable and
sensitive part of the global climate system [9,10].

The Antarctic has also been changing, though in distinctly different ways than the Arctic. There
has been a major warming of the Antarctic Peninsula over the last 50 years [11], and an associated
increase in ice discharge. In contrast, there is some evidence that the Antarctic ice sheet has been
gaining ice in the 1990s and 2000s [12]. The uncertainty in these and other polar climate issues is
further motivation for developing the APP and APP-x datasets.

Continuous and spatially-robust measurements of the surface and atmospheric properties are
therefore important for monitoring and understanding polar climate. Surface-based measurements are
essential, as they provide accurate observations of many surface, near-surface, and atmospheric
properties, generally at a high temporal sampling rate. They provide measurements of some
characteristics that cannot be measured from space, such as surface winds over land and sea ice.
However, in situ observations do not provide the spatial coverage that can be obtained from space-based
instruments. With some satellite data records approaching 40 years in length, we can now examine
recent trends and spatial variability in a variety of geophysical variables.
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This paper describes two satellite climate data records (CDR) for the polar regions. Both are
based on data from the Advanced Very High Resolution Radiometer (AVHRR) onboard the U.S.
National Oceanic and Atmospheric Administration (NOAA) polar-orbiting satellites. The AVHRR
Polar Pathfinder (APP) is a fundamental climate data record that provides AVHRR channel reflectances
and brightness temperatures. The AVHRR Polar Pathfinder-Extended (APP-x) is a thematic climate
data record that builds on APP to provide information on surface and cloud properties, as well as
radiative fluxes. Both datasets cover the period from 1982 through the present, twice daily, over
both polar regions. APP and APP-x were initially developed in the 1990s [13]. They have since been
redesigned and enhanced. Here we describe the construction and characteristics of the two datasets.
Only a summary is provided; details can be found in the CDR Algorithm Theoretical Basis Documents
(C-ATBD) [14,15]. Calibration of APP and validation of APP-x processes is detailed, and examples of
how the data have been used to study Arctic and Antarctic climate change are summarized.

2. The AVHRR Polar Pathfinder (APP) Dataset

APP is a fundamental climate data record (FCDR). Its purpose is to provide calibrated and
navigated sensor data for the retrieval of higher-level geophysical parameters. In particular, it is the
primary input to the extended AVHRR Polar Pathfinder Product, APP-x.

APP is constructed from NOAA AVHRR data. It is comprised of AVHRR channel data (reflectances
of visible channels and brightness temperatures of thermal channels), viewing and illumination
geometry (sensor scan angle, solar zenith angle, and sun-sensor relative azimuth angle), Universal
Coordinated Time (UTC) of the data acquisition, and a surface type mask. The data includes twice-daily
composites on a 5 km Equal-Area Scalable Earth (EASE)-Grid over both the Arctic and Antarctic, from
1982 to the present.

The daily APP composites are centered on local solar times (LST) of 04:00 and 14:00 for the Arctic
and 02:00 and 14:00 for the Antarctic. While the afternoon time is high sun, it could be nighttime for
some polar areas in winter. The purpose of compositing based on local solar time rather than synoptic
time (e.g., 0 and 12 UTC everywhere) is to capture the diurnal cycle at all locations. Each composite is
composed of as many as 23 orbits from the previous day, the current day, and the next day, depending
on the longitude of a pixel. APP covers the north polar region (Arctic) from 48.4 degrees northward,
and the south polar region (Antarctic) from ´53.2 degrees southward.

2.1. Instruments and Satellites

The AVHRR flies on all NOAA polar-orbiting operational environmental satellites (POES) [16].
The AVHRR instruments onboard TIROS-N, NOAA-6, NOAA-8, and NOAA-10 are designated as
AVHRR/1, which has only four spectral channels. The AVHRR onboard NOAA-7, NOAA-9, NOAA-11,
and NOAA-14 are designated as AVHRR/2, which has five spectral channels. A version of the AVHRR
with six spectral channels, AVHRR/3, is used on NOAA-15 and beyond. Channel 3a, with central
wavelength at 1.61 µm, operates in the daylight part of the orbit while channel 3b operates in the night
portion of the orbit. Channel 3a and channel 3b cannot operate simultaneously. The specifications of
the AVHRR channels are listed in Table 1.

Table 1. Spectral specifications of AVHRR/1,/2, and /3.

Channel TIROS-N NOAA-6, 8, 10 NOAA-7, 9, 11, 12, 14 NOAA-15 and Onward

AVHRR/1 AVHRR/1 AVHRR/2 AVHRR/3

1 0.55–0.90 µm 0.58–0.68 µm 0.58–0.68 µm 0.58–0.68 µm
2 0.725–1.10 µm 0.725–1.10 µm 0.725–1.10 µm 0.725–1.00 µm

3A 1.58–1.64 µm
3B 3.55–3.93 µm 3.55–3.93 µm 3.55–3.93 µm 3.55–3.93 µm
4 10.50–11.50 µm 10.50–11.50 µm 10.30–11.30 µm 10.30–11.30 µm
5 Ch4 repeated Ch4 repeated 11.5–12.50 µm 11.50–12.50 µm
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The instrument scans in the cross-track direction with a field-of-view (FOV) of˘55.37˝ from nadir,
and has an instantaneous FOV (IFOV) of 1.1 km at nadir (1.3–1.4 milliradians by 1.3–1.4 milliradians
for all channels). The full-resolution AVHRR data are stored and processed in the High Resolution
Picture Transmission (HRPT) and Local Area Coverage (LAC) formats. The full-resolution data is also
processed onboard the satellite into Global Area Coverage (GAC). To produce GAC data, four out of
every five samples along the scan line are used to compute one average value and the data from every
third scan line are processed. This yields a 1.1 km by 4 km resolution at the subpoint with a 3.3 km gap
between pixels across the scan line at nadir. Generally, the GAC data are considered to have a 4 km
resolution. Details of the AVHRR instruments and data can be found in [16].

AVHRR GAC data are used to generate APP. Only the NOAA satellites listed in Table 2 are used
in the creation of APP, because these satellites carry AVHRR instruments with all five channels and the
equatorial crossing times (ECT) of these satellites are similar. Five-channel AVHRRs are needed for
most geophysical parameter retrievals, so the NOAA satellites before NOAA-7 and even-numbered
satellites before NOAA-11 are not included. NOAA-16 switches between channel 3A (daytime) and 3B
(nighttime), while NOAA-18 has only channel 3B after 5 August 2005. In APP, channels 3A and 3B
data are included only for NOAA-16; only channel 3B data are included for other satellites.

Table 2. NOAA POES satellites used in APP.

NOAA Satellite Time Range

NOAA-7 1 January 1982–31 December 1984
NOAA-9 1 January 1985–7 November 1988

NOAA-11 8 November 1988–31 December 1994
NOAA-14 1 January 1995–31 December 2000
NOAA-16 1 January 2001–9 August 2005
NOAA-18 10 August 2005–31 December 2009
NOAA-19 1 January 2010–present

Significant variations in the ECT of a satellite will impact the accuracy in generating a consistent
time series. There have been considerable drifts in the NOAA POES ECTs, as shown in Figure 1.
The APP compositing procedure mitigates this problem to some extent, because each composite is
comprised of data mostly within 1–2 hours of the target times.

Figure 1. Equatorial crossing time (ECT) of NOAA POES [17].

2.2. Processing Method

The generation of APP daily composites follows the following steps:

1 AVHRR GAC Level 1b data from the previous day, the current day, and the next day are
acquired. As many as 23 overpasses may be used.

2 The data are calibrated to obtain the visible channel reflectances and thermal channel brightness
temperatures (BT).
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3 The data are navigated to obtain accurate longitude/latitude and viewing angles.
4 Overpasses within a time window centered on 04:00 and 14:00 local solar time (LST) for the

Arctic, and 02:00 and 14:00 LST for the Antarctic, are combined/composited based on sensor
scanning angle and time difference from the target time. Only those pixels in the overpasses
whose time is within three hours of the target time are considered, and most of data are within
1–2 hours of the target time. A pixel in an overpass updates the composite image pixel if the
sensor scan angle for that pixel is less than (closer to nadir) the one that was previously used.

The twice-daily composites that comprise the APP FCDR consist of AVHRR channel reflectances
and brightness temperatures, sensor scan angle, solar zenith angle, sun-sensor relative azimuth angle,
Universal Coordinated Time (UTC) of the data acquisition, and a surface type mask. The surface type
is based on passive microwave data [18].

The AVHRR shortwave channel calibration is determined pre-launch [16]. After launch, the
instrument can only be calibrated indirectly, as there is no onboard calibration source for channels 1,
2, and 3A. Calibration of these channels follows the methodology described in [19,20], which is
time-dependent and focuses on minimizing inter-satellite differences. This is critical for climate data
records, as differences between the satellites can introduce biases in derived trends. Calibration of the
AVHRR thermal bands, channels 3b, 4, and 5, is done according to [16] using the onboard blackbody
counts and a nonlinear correction.

Examples of APP channels 1 and 2 reflectances and channel 4 brightness temperatures for
the Arctic and Antarctic are given in Figure 2. Discontinuities between the orbits that make up
the local solar time composites can be seen in some of the images. Comparisons to the NASA
MODerate resolution Imaging Spectroradiometer (MODIS) were done by generating a MODIS
composite dataset similar in form to APP. Daily MODIS composites were generated at 04:00 and
14:00 LST on a 5 km EASE-Grid resolution using 1 km resolution Aqua MODIS data, including MODIS
channel 1 (0.62–0.67 µm), 2 (0.841–0.876 µm), channel 22 (3.929–3.989 µm), 31 (10.78–11.28 µm), and 32
(11.77–12.27 µm).

An example of a comparison between APP and Aqua MODIS composites is shown in Figures 3
and 4. For these cases, the bias, calculated as the mean of all differences over the image composite,
and standard deviation between APP and MODIS Aqua channel 1 composites are ´0.98% and 10.71%,
respectively, for Julian day 182 of 2007, and ´1.51% and 13.13% for day 182 of 2003 at 14:00 LST of
Arctic. For channel 4 composites, the bias and one standard deviations are 0.12 K and 5.69 K for day 1 of
2007, and 0.32 K and 4.73 K for day 1 of 2003 at 14:00 LST. The small bias in both visible reflectances and
infrared brightness temperature is encouraging. The relatively larger standard deviation may be due to
the fact that these two composites are at somewhat different wavelengths, times, and viewing angles.

Figure 2. Cont.
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Figure 2. Top: APP channel 1 reflectance (%) over the Arctic on Julian day 91 of 1991 at 14:00 local
solar time (LST) (a), and channel 4 brightness temperature (K) on day 95 of 1991 at 04:00 LST (b).
Bottom: APP channel 2 reflectance over the Antarctic on day 343 of 1995 at 14:00 LST (c), and channel 4
brightness temperature on day 95 of 1991 at 14:00 LST (d).

Figure 3. An example of APP processing applied to MODIS data, for comparison to the APP composites
in Figure 4. Statistics are given in the text. Top: MODIS 0.64 µm reflectance over the Arctic on day 182
of 2003 (a), and on day 182 of 2007 (b) at 14:00 local solar time (LST). Bottom: MODIS 11 µm brightness
temperature on day 1 of 2003 (c), and on day 1 of 2007 (d) at 14:00 LST.
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Figure 4. The APP product for the dates and channels corresponding to the MODIS composites in
Figure 3. Top: APP channel 1 reflectance over the Arctic on day 182 of 2003 (a), and on day 182 of 2007
(b) at 14:00 local solar time (LST). Bottom: APP channel 4 brightness temperature on day 1 of 2003 (c),
and on day 1 of 2007 (d) at 14:00 LST.

3. The AVHRR Polar Pathfinder—Extended (APP-x) Dataset

APP-x contains 19 geophysical variables. All of them have undergone various degrees of
validation, though all are not considered CDR quality. The term “CDR quality” is used here in
a qualitative sense to indicate that validation results have demonstrated a relatively low uncertainty,
such that the variable may be suitable for climate studies. Variables that are difficult to validate due to
the lack of in situ data are by default not of CDR quality. The APP-x variables are listed below. Those
considered to be of CDR quality based on validation studies are identified with an asterisk:
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‚ Surface skin temperature, all-sky, snow, ice, and land*
‚ Surface broadband albedo, all-sky*
‚ Sea ice thickness*
‚ Surface type
‚ Cloud mask*
‚ Cloud particle thermodynamic phase
‚ Cloud optical depth
‚ Cloud particle effective radius
‚ Cloud top temperature
‚ Cloud top pressure
‚ Cloud type
‚ Downwelling shortwave radiation at the surface*
‚ Downwelling longwave radiation at the surface*
‚ Upwelling shortwave radiation at the surface*
‚ Upwelling longwave radiation at the surface*
‚ Upwelling shortwave radiation at the TOA*
‚ Upwelling longwave radiation at the TOA*
‚ Shortwave cloud radiative forcing at the surface
‚ Longwave cloud radiative forcing at the surface

APP-x data are mapped to a 25 km EASE grid at two local solar times: 04:00 and 14:00 for the
Arctic, and 02:00 and 14:00 for the Antarctica. APP-x processing starts with the standard APP product
and ancillary data. The 25 km APP-x resolution is obtained by subsampling, not averaging, APP. Every
fifth APP pixel is selected for APP-x processing. This is done primarily as a matter of computational
efficiency but also to preserve the integrity of the radiance data. While averaging would reduce noise,
it would result in a loss of information.

APP channel reflectances and brightness temperatures, sensor viewing angle, solar zenith angle,
relative azimuth angle, and time are employed in the generation of APP-x. Additionally, some model
information is needed: surface air pressure, surface air temperature, surface humidity, surface wind,
and atmospheric temperature and humidity profiles. These variables are obtained from the NASA
Modern Era Retrospective-analysis for Research and Applications (MERRA) reanalysis [21].

Cloud detection is then performed and the cloud mask feeds into most of the other algorithms.
Cloud properties, surface temperature, and surface albedo are then retrieved. Cloud and surface
properties are used as input to a parameterized radiative transfer model (a neural network) to calculate
radiative fluxes and cloud radiative forcing. Ice thickness is calculated from the One-dimensional
Thermodynamic Ice Model (OTIM) using many of the previously-calculated variables as input.

Detailed algorithm descriptions are beyond the scope of this paper. Algorithms are summarized
below, first for surface properties then for clouds and radiation. Details are given in the references
provided and in [15]. Examples of APP-x are given in Figure 5 for the Arctic and Figure 6 for
the Antarctic.
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Figure 5. Examples of some APP-x variables over the Arctic. Monthly means are for September 2014
except for sea ice thickness, which is May 2014. Shown are surface skin temperature (a), surface
broadband albedo (b), sea ice thickness (c), cloud top pressure (d), surface net shortwave radiative flux
(e), and surface net longwave radiative flux (f).
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Figure 6. Examples of some APP-x variables over the Antarctic. Monthly means are for February 2014
except for sea ice thickness, which is for September 2014. Shown are surface skin temperature (a),
surface broadband albedo (b), sea ice thickness (c), cloud top temperature (d), surface net shortwave
radiative flux (e), and surface net longwave radiative flux (f).

3.1. Algorithm Overviews: Surface Properties

For the retrieval of clear-sky surface temperature a simple regression model is used to correct for
atmospheric attenuation. To determine the empirical relationship, radiosonde data from drifting ice
and land stations in the Arctic and Antarctic were used with a radiative transfer model to simulate the
sensor brightness temperatures. The cloudy-sky surface temperature calculation is based on empirical
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(linear regression) relationships between the clear sky temperature, wind speed, and solar zenith angle
(daytime), determined using surface observations from the SHEBA (Surface HEat Budget of the Arctic)
experiment in 1997 north of Alaska. The cloudy-sky estimate applies only to sea ice. The clear-sky
surface temperatures are interpolated to cloudy pixels with a kriging function, and then the cloudy
sky temperatures are estimated from the clear temperatures, wind speed, and solar zenith angle.

The regression method of relating modeled brightness temperatures to surface temperature is
also used for a snow-free land algorithm. Since spectral emissivities for vegetation in channels 4 and 5
are variable and generally unknown, they are variables in the regression. Additionally, scan angle is
not a variable in the regression since its dependence on angular emissivity is unknown. The surface
temperature retrieval methods for both sea ice/snow and snow-free land are described in [22,23].

The retrieval of surface albedo involves four steps:

1. Convert channels 1 and 2 narrowband reflectances to a broadband reflectance.
2. Correct the top-of-atmosphere (TOA) broadband reflectance for anisotropy.
3. Convert the TOA broadband albedo to a surface broadband albedo.
4. Adjust the surface clear sky broadband albedo for the effects of cloud cover in cloudy pixels (over

snow/ice only).

Terminology for albedo varies. Here we distinguish between "inherent" and “apparent” surface
albedos. The inherent albedo is the no-atmosphere, or “black-sky”, albedo of the surface and is
independent of changes in atmospheric conditions. The apparent albedo is what would be measured
by up- and down-looking radiometers in the field. It varies with atmospheric conditions. Both vary
with solar zenith angle and are directional in that regard. The difference between them is very small
for the ocean but can be large for vegetation and snow. APP-x calculates the directional-hemispherical
apparent albedo. After the apparent albedo is calculated it is adjusted for cloud cover. The complete
procedure is detailed in [24].

The ice thickness retrieval is based on the One-dimensional Thermodynamic Ice Model
(OTIM) described in [25]. OTIM estimates ice thickness assuming a surface energy balance at
thermo-equilibrium. It employs all components of the surface energy budget to estimate sea and
lake ice thickness up to 5 m, though the uncertainty increases for very thick ice. The advantage of
this approach is that there is a solid physical foundation. It is capable of retrieving daytime and
nighttime sea and lake ice thickness under both clear and cloudy conditions. It is computationally
efficient compared to more complex models (e.g., the Community Sea Ice Model). The disadvantage of
this approach is that the accuracy of input parameters, including snow depth, surface air humidity,
temperature, and wind, can significantly impact the accuracy of ice thickness estimates. The daytime
retrieval is sensitive to ice and snow optical properties, which are associated with ice type and thickness,
and is therefore less reliable than the nighttime retrieval. Ice thickness is produced for each pixel that
is identified as being ice covered. There are no direct AVHRR channel data used by the algorithm.
Instead, OTIM relies on other retrieved products from APP-x as well as built-in parameterization
schemes for radiative fluxes.

3.2. Algorithm Overviews: Clouds and Radiative Fluxes

The cloud masking procedure used for APP-x consists of thresholding operations that are based
on modeled sensor radiances. The AVHRR radiances are simulated for a wide variety of surface and
atmospheric conditions with the radiative transfer model Streamer [26], and values that approximately
divide clear from cloudy scenes are determined. The single-image cloud mask uses four primary
spectral tests: split-window cirrus test, warm cloud test, low stratus-thin cirrus tests, and cold
cloud-surface temperature tests. Most were developed and/or used elsewhere but refined and
extended over the last two decades [27] for use in APP-x. The application of the spectral tests is
conceptually simple: initialize the cloud mask to clear then apply the spectral cloud tests to label
cloudy pixels. Two additional tests are used to “restore” cloudy pixels to clear where necessary.
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Since spectral tests alone often fail to properly identify cloud cover, particularly with the limited
spectral information available from the AVHRR, changes in spectral characteristics over time are also
examined. The time series cloud masking procedure operates on a sequence of images acquired on
consecutive days at approximately the same solar time. It first applies spectral tests for an initial
labeling of cloudy and clear pixels then further refines the identification of clear pixels by examining
changes in spectral characteristics from one day to the next. The clear pixels that result from these
spectral and temporal tests are used to construct clear-sky radiance statistics over a five-day period for
various spectral channels. The statistics are then used in a final thresholding operation to label/relabel
pixels as either clear or cloudy.

In APP-x, all clouds are composed of either liquid droplets ("water cloud") or solid ice crystals ("ice
cloud"). No attempt is made to identify mixed-phase or multilayer clouds, though we acknowledge
that they are common in the polar regions. The theoretical background for these procedures is detailed
in [28].

The importance of cloud optical depth and the particle effective radius for remote sensing lies
in the fact that the optical properties of clouds used in the calculation of radiative fluxes—the single
scattering albedo, the asymmetry parameter, and the extinction coefficient—are proportional to the
optical depth and effective radius. Cloud optical depth (unitless) is a measure of the cumulative
depletion of radiation as it passes through the cloud. Cloud optical depth retrievals are done using a
comprehensive database of modeled reflectances and brightness temperatures covering a wide range of
surface and atmospheric conditions. The basic approach for daytime retrievals of water (liquid) cloud
follows that of Nakajima and King [29], with simulations of reflectances and brightness temperatures
done specifically for a snow/ice surface and high-latitude conditions.

The cloud temperature is determined from the channel 4 brightness temperature, the clear sky
brightness temperature (not corrected for the atmosphere), and the visible cloud optical depth. The
infrared optical depth is determined from the visible optical depth using parameterizations of cloud
optical properties. If the cloud optical depth is less than some threshold, the brightness temperature
is assumed to be a function of both the cloud temperature and the upwelling radiation from the
surface and atmosphere below the cloud. For opaque clouds the cloud top temperature is simply
the channel 4 temperature. If the cloud is not opaque, then the cloud temperature is determined by
first computing the cloud transmittance then calculating the cloud radiance that would be required to
produce the observed radiance of the cloudy pixel, given the cloud optical thickness and the observed
clear sky radiance.

Upwelling and downwelling shortwave and longwave fluxes at the surface and top-of-atmosphere
(TOA) are computed with a neural network trained to simulate a radiative model. This is for
computational efficiency, as running a radiative transfer model on every pixel would be prohibitive.
The neural network, called FluxNet, was trained with Streamer [26]. FluxNet is up to 10,000 times
faster than Streamer, and is nearly as accurate.

The cloud radiative effect, more commonly called "cloud forcing", is computed from the net
shortwave and longwave fluxes at the surface and TOA It is defined as:

CFλ “

ż Ac

0

BFλ

Ba
da “ Fλ pAcq ´ Fλ p0q (1)

where Fλ is the net flux (W m´2) for shortwave or longwave radiation (λ) at the surface and Ac is the
cloud fraction in the scene. The net flux is equal to the downwelling minus the upwelling fluxes. Since
pixels are assumed to be either completely cloudy or completely clear, the right side of the equation is
simply the net flux (shortwave or longwave) for a cloudy pixel minus the net flux if the pixel were
clear. Analogous to net radiation, the all-wave net cloud forcing at the surface can be calculated from:

CF “ CFshortwave ` CFlongwave (2)
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3.3. Validation

Most of the APP-x parameters were compared with field campaign and meteorological station
measurements. Errors and uncertainties are summarized in Table 3. Surface temperature, albedo,
cloud fraction, and radiative fluxes were validated against in situ measurements at the SHEBA ship.
Satellite-derived quantities were calculated for 5 km pixels and averaged over a 25 x 25 km2 area
centered on the ship. Ice thickness validation was done with data from the NASA IceBridge aircraft
campaign. The bias is the difference between satellite-derived quantities and in situ measurements.
The root-mean-square error (RMSE) is the square root of the mean squared difference between the
satellite and in situ quantities.

Table 3. Biases and uncertainties (root-mean-square error, RMSE) for some APP-x variables.

Quantity Bias RMSE

Surface temperature 0.20 K 1.98 K
Surface broadband albedo ´0.05(absolute) 0.10

Ice thickness ´0.22 m 0.63 m
Cloud fraction 0.14 (absolute) 0.26

Cloud Particle Phase 95% correct typing

Downwelling shortwave radiation flux at the surface 9.8 W/m2 34.4 W/m2

Downwelling longwave radiation flux at the surface 2.1 W/m2 22.4 W/m2

Upwelling shortwave radiation flux at the surface 4.4 W/m2 26.6 W/m2

Upwelling longwave radiation flux at the surface 1.9 W/m2 9.4 W/m2

For surface temperature, comparisons with SHEBA surface observations were done by inverting
measurements of the upwelling longwave flux to obtain the skin temperature. An example of the
comparison is shown in Figure 7. Comparisons to three International Arctic Buoy Program (IABP)
buoys located from approximately 20 km to 450 km from the SHEBA icebreaker Des Groseilliers in
April–July 1998 show that the AVHRR temperatures track the buoy temperatures quite well, with
mean monthly differences typically less than 2 K (not shown). Retrievals for clear sky conditions have
much smaller uncertainties than for all-sky conditions, on the order of 0.3 K for the bias and 1.9 K for
the RMSE [30].

Figure 7. Comparison of satellite-derived and surface measurements of the surface skin temperature
during SHEBA. Cloud amount is also shown.

Measurements of the upwelling and downwelling shortwave fluxes measured at the SHEBA
camp were used to compute an all-sky albedo. Satellite-derived and surface measurements are shown
in Figure 8. As with surface temperature, retrievals for clear-sky conditions have smaller uncertainties
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than for all-sky conditions. The RMSE is partially caused by spatial variability at the SHEBA site.
In situ point measurements show a local increase albedo due to snowfall for days 205–210, which
increased the local surface albedo but did not carry over to the larger 25 km ˆ 25 km area.

Figure 8. Comparison of satellite-derived and surface measurements of the surface broadband albedo
during SHEBA. Cloud amount is also shown.

Cloud amount at the SHEBA camp is based on three-hourly synoptic observations (human
observer). Comparisons with satellite-derived cloud amount for 25 ˆ 25 km area centered on the
SHEBA ship (not shown) from September 1997 through August 1998 yield a bias of 0.14 and a RMSE
of 0.26.

Figure 9 gives a comparison of AVHRR-derived cloud phase and LiDAR depolarization ratio
during the SHEBA year. The LiDAR results are for the highest altitude layer detected. Multilayer,
multiphase cases were excluded from the analysis. The AVHRR results for a 50 ˆ 50 km area around
the LiDAR location were used, but only for scenes with a cloud fraction of at least 0.6 (60%). The
AVHRR phase labeling is zero for water and one for ice; intermediate values correspond to scenes with
both phases present in varying proportions. The figure illustrates that for homogeneous scenes there
is almost perfect agreement between the LiDAR and satellite determinations of phase. Overall, the
satellite retrievals of cloud particle phase have an accuracy of approximately 95% [28].

Figure 9. Cloud particle phase from the AVHRR and LiDAR depolarization ratio during the SHEBA
year. Depolarization ratios less than 0.11 are primarily water or mixed-phase clouds. The AVHRR
results use a value of zero for water and one for ice; intermediate values correspond to scenes with
both phases present.
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Cloud optical depth and particle size retrievals have not been examined in detail due to the lack
of in situ measurements. Some comparisons have been done with aircraft observations during SHEBA,
particularly with the Canadian National Research Council (NRC) Convair. The effective radius for
water (liquid) clouds from the AVHRR were comparable to those measured by the Convair, typically
within 1–2 µm for clouds with effective radii in the 8–10 µm range. For ice clouds the differences are
larger, on the order of 10 µm for particles with effective radii in the range of 30–100 µm [31].

Cloud top pressure was validated with SHEBA LiDAR and radar measurements and TIROS
Operational Vertical Sounder (TOVS) retrievals. This was a limited case study, with an uncertainty in
the 50–75 hPa range.

Comparisons of instantaneous satellite-derived surface radiative fluxes with SHEBA surface
measurements yield a bias of 9.8 W m´2 and an RMSE of 34.4 W m´2 for downwelling shortwave
radiation. For the downwelling longwave flux, the bias and RMSE are 2.1 and 22 W m´2, respectively.
Figure 10 shows the results for SHEBA.

Figure 10. Comparison of satellite-derived and surface measurements of the downwelling shortwave
flux at the surface (a) and the downwelling longwave flux at the surface (b). Cloud amount is
also shown.
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Given that the radiative fluxes in APP-x are calculated from the other retrieved variables,
the theoretical combination of individual uncertainties provides some insight into the observed
uncertainties in the fluxes. A theoretical approach to the propagation of errors produced uncertainties
in the range of 30–50 W m´2 for the downwelling shortwave flux, 10–25 W m´2 for the downwelling
longwave flux, and 30–40 W m´2 for the net flux [32]. These are similar to the SHEBA results.

4. Applications

The primary use of APP-x is for climate monitoring, trend detection, and the analysis of
interactions and feedbacks in the high-latitude climate systems. This section describes a number of
applications of APP-x—and indirectly APP—for climate studies. It is not meant to be an exhaustive list.

One of the first applications of APP-x led to the discovery that, over the period 1982–1999, the
Arctic warmed and became cloudier in spring and summer, but cooled and became less cloudy in
winter over the central Arctic Ocean, Greenland Sea, Norwegian Sea, and Barents Sea (Figure 11) [33].
The implication was that if seasonal cloud amounts did not change the way they had, surface warming
would have been even greater than what was observed. The spatial and temporal variability of these
and other recent changes in Arctic climate characteristics was expanded in [34] and [35]. Possible
causes of the decrease in winter cloud amount were investigated in [36]. In contrast, the recent
extension of APP-x through 2014 shows that the central Arctic Ocean has warmed significantly over
the last 1.5 decades such that the overall effect for 1982-2014 is winter warming rather than cooling,
with a weak cooling in the Siberian region (Figure 12).

Figure 11. Surface skin temperature trend over the Arctic Ocean in winter, 1982–1999. The North Pole
is at the center of the image; Greenland is in the lower left. The colors represent the trend in Kelvin
per year. Contours show the statistical level of confidence of the trend. Areas with cooling trends are
indicated with dashes.

The influence of trends in cloud cover and sea ice concentration on trends in Arctic Ocean surface
temperature was investigated analytically and evaluated empirically with APP-x and other satellite
products [37,38]. It was demonstrated that changes in ice concentration and cloud cover played major
roles in the magnitude of Arctic surface temperature trends. Significant surface warming associated
with sea ice loss accounted for most of the observed warming trend in autumn. In winter, cloud cover
trends explain most of the surface temperature cooling. In spring, half of the warming is attributed to
the trend in cloud cover.
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Figure 12. Same as Figure 10, but for the longer period 1982–2014.

For the south polar region, an early version of APP-x was used to discover that on a monthly time
scale, clouds have a radiative warming effect on the surface of the Antarctic continent every month
of the year [39]. Over the southern ocean around the continent, clouds warm the surface from April
through September. This is in stark contrast to the overall cooling effect of clouds on the global scale.
In a related study, cloud properties from APP-x were brought into the Arctic Regional Climate System
Model (ARCSyM) to improve the simulation of the Antarctic surface energy budget. The use of APP-x
resulted in improvements up to 30 W m´2 at the South Pole, and reduced the “spinup” time of the
model [40].

Radiative fluxes from APP-x were employed to help determine the causes of variability in the
Arctic minimum sea ice extent [41]. Combined with data from other satellites and atmospheric
reanalyses, it was found that the downwelling longwave flux anomalies explain the most variability in
the minimum ice extent, with wind anomalies being important in some areas.

As a last example, APP-x surface albedo was combined with field data to show that terrestrial
changes in summer albedo contributed to recent warming trends over Alaska [42]. The lengthening
of the snow-free season results in a decrease in surface albedo and an increase in local atmospheric
heating on the order of several watts per square meter per decade. This is similar in magnitude to the
heating expected over multiple decades due to a doubling of carbon dioxide in the atmosphere.

5. Summary and Conclusions

Rapid and large changes in Arctic and Antarctic climate over the past few decades provide the
impetus for sustaining and improving the high-latitude observing systems. To fully understand not
just how the climate of the polar regions is changing but also why, we need a comprehensive set of
observations that includes sea ice, land cover, snow, clouds, winds, atmospheric composition, and the
surface energy budget. Regional differences underscore the need for robust spatial coverage and hence
the need for space-based observations.

The AVHRR Polar Pathfinder - Extended (APP-x), and the AVHRR Polar Pathfinder (APP) upon
which APP-x depends, were developed to provide a number of important geophysical variables for
monitoring high-latitude climates: sea ice extent and thickness, surface temperature and albedo, cloud
properties, and radiative fluxes. Satellite remote sensing of the polar regions with optical (visible and
infrared) sensors is notoriously difficult, particularly in the absence of sunlight, so we do not claim
that the accuracy of the retrievals is any match for in situ measurements. Nevertheless, validation
studies indicate that at least some of the products in APP-x are sufficiently accurate for trend detection,
the analysis of spatial variability, and the use of anomalies in studies of interactions and feedbacks.
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In particular, surface temperature, surface albedo, cloud amount, and surface radiative fluxes are
considered to be of climate data record (CDR) quality.

The example applications illustrate how APP-x can be used in studies of high-latitude climate.
There have been others, and there are many more possibilities. This dataset will be even more valuable
as new products from other satellite instruments are developed for monitoring those characteristics of
the climate system that cannot be measured by optical satellite sensors like the AVHRR. Future studies
will increasingly exploit a multi-sensor approach to studying the interactions and feedbacks within the
Arctic and Antarctic climate systems.

APP and APP-x will be available from the National Centers for Environmental Information (NCEI)
in 2016. Future versions of APP-x will have various algorithm improvements, particularly for surface
albedo, ice thickness, and cloud properties. Additionally, increases in computational power will make
a 5 km version of APP-x feasible.
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